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Music is a cultural universal, yet the individual experience of music can strongly differ between listeners.
Here, we investigate the similarity of listeners’ response patterns in the context of memory for melody
and argue that memory can serve as a proxy to perception. If music perception is similar across listeners,
then this similarity should be reflected in similar memory response patterns toward a specific melody
corpus. We used interrater agreement in melody recognition tasks as a window into how “similarly”
listeners perceive music, and melodies in particular. Specifically, the data of 10 published melody
recognition experiments were reanalyzed and findings indicate interrater agreement of up to r � .70.
However, interrater agreement was strongly dependent on whether explicit recognition or indirect
recognition in the form of perceived familiarity was measured, with explicit recognition showing higher
agreement among listeners. Furthermore, the specific melody corpus and tuning system played a
significant role, as did whether melodies consisted of pitch-only, rhythm-only, or both pitch and rhythm
information. Results are interpreted in light of their practical implications for computational models of
memory for melody. We argue that these findings provide strong evidence that mathematical models
designed to predict human memory for melody should focus on musical features that combine rather than
separate components of rhythm and melody, and with greater emphasis on musical features that are
independent of the tuning system.
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Most theories of human memory assume that memory represen-
tations are based on perceptual experiences (Dennis & Humphreys,
2001; Hintzman, 1984, 1988; McClelland & Chappell, 1998;
Paivio, 1969; Shiffrin & Steyvers, 1997; Tulving, 1972). For
example, the first component in the Atkinson–Shiffrin memory
model is a stimulus input that leads to the sensory register that
detects and holds sensory information (i.e., a perception; Shiffrin
& Atkinson, 1969). Another example, MINERVA 2, is based on a
first experience or event (e.g., a perception; Hintzman, 1984). A
recent regenerative multiple representations (RMR) conjecture

delves further into the connection between memory and perception
by describing a crucial link between prior experience, perception,
and the subsequent formation of memories (Herff, Olsen, & Dean,
2017; Herff, Olsen, Dean, & Prince, 2017; Herff, Olsen, Prince, &
Dean, 2017). Here, we aim to utilize the connection between
perception and memory as stated by the RMR conjecture and
suggest using human memory as a window into listeners’ percep-
tion of music.

The RMR conjecture asserts that perception directly influences
memory (Herff, Olsen, & Dean, 2017, also see Malmberg &
Annis, 2012 for the idea that memory is guided by perception).
According to the RMR conjecture, how we perceive the world
around us depends on our prior experience. Furthermore, if we
experience multiple perceptual experiences simultaneously, we
also form multiple memory representations. For example, when
we hear a melody, we are presented with multiple perceptual
experiences such as rhythm and pitch sequence, although we are
able to integrate these two streams into a coherent perception of
melody. According to the RMR conjecture, multiple perceptual
experiences of a stimulus are individually weighted to form mul-
tiple memory representations of a coherent whole. In the context of
music for example, this means that if we hear a melody, we
perceive rhythm and pitch sequence, and because we are familiar
with the underlying rules, we are able to integrate these two
streams into a coherent perception of a melody (Deutsch, 1986;
Krumhansl, 1991; Schneider, 1997). All of these perceptual expe-
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riences form then the basis of weighted multiple memory repre-
sentations. Forming multiple memory representations provides the
benefits that if they code at least partially redundant information,
then they can regenerate each other, making memories more long-
lasting and resilient. Indeed, in the context of music, recent long-
term memory studies have shown that the ability to form multiple
memory representations of melodies is linked to remarkable resil-
ience to memory-disrupting phenomena, such as intervening items.
In these studies, participants were asked to listen to melodies from
either an unfamiliar (Herff, Olsen, Dean, et al., 2017) or a familiar
(Herff, Olsen, & Dean, 2017) tuning system and resilience toward
intervening item interference was measured. As listeners are fa-
miliar with underlying rules that govern melodies written in a
familiar tuning system, they can perceive an integrated melody in
addition to only pitch and rhythmic sequences and thereby form
multiple representations of the melody, and thus more resilient
memories (also see Herff, Olsen, Prince, et al., 2017 for further
tests of the RMR conjecture). The conjecture suggests that differ-
ences in perceptual experience should translate to differences in
memory representations. Consequently, similarities in memory
representations are indicative of similarities in perceptual experi-
ence. This suggests that similarity in listeners’ memory response
patterns to a specific set of melodies may be seen as a window into
similarities between listeners’ perception of that specific set of
melodies. As a result, the present reanalysis of 10 published
melody recognition experiments assesses interrater agreement
rather than absolute memory performance to investigate the
question of how similarly listeners perceive music in the con-
text of memory for melody. It is important to note that absolute
recognition performance and interrater agreement are not nec-
essarily correlated. Indeed, it is possible that multiple listeners
produce a similar memory response pattern toward a set of
stimuli and yet show low actual recognition performance. Spe-
cifically, here we addressed how interrater agreement varies
between (a) melody corpora within the same tuning system,
(b) between melody corpora with different tuning systems, (c)
between explicit and indirect measurements of memory, and
(d) between melodies that consist of pitch-only sequences,
rhythm-only sequences, or both pitch and rhythm information
combined. These manipulations are discussed in the following
sections. As discussed later, we aim for the present results to
provide practical information for computational models de-
signed to predict memory for melody based on musical features.

Melody Corpora With the Same Tuning System

Even within a given tuning and tonal system, there are still
substantial differences in musical materials. A simple example of
this would be the large variety of different musical genres that are
popular and commonly heard in the Western music tradition. It is
possible that the degree of similarity in listeners’ perception varies
between different music styles, even if the tuning system is iden-
tical. Here, we address this by analyzing memory in response to
two corpora of music that are both in the tuning system familiar to
Western listeners and yet are distinctly different in their genre (see
Stimulus section).

Melody Corpora With Different Tuning Systems

Testing melody corpora with different tuning systems is a com-
pelling way of approximating the influence of musical encultura-
tion on music perception and cognition (Stevens, 2012). This is
because dissimilarities in tuning systems are readily apparent
between musical cultures and most likely influence music percep-
tion (Stevens, Tardieu, Dunbar-Hall, Best, & Tillmann, 2013).
Potentially, the degree of similarity in music perception between
listeners will vary depending on whether the melodies use a set of
pitch and interval rules that are familiar to listeners. Indeed, music
traditions come with underlying rules and expectations (Deutsch,
1986; Krumhansl, 1991, p. 295). The degree of similarity in
listeners’ perception and memory of melodies may depend on not
only the exact pitches used but also whether listeners are familiar
with these underlying rules and expectations of melodies (Cas-
tellano, Bharucha, & Krumhansl, 1984; Morrison, Demorest, Ay-
lward, Cramer, & Maravilla, 2003; Pearce & Wiggins, 2006).

Here, we analyze interrater agreement in participants’ memory
response patterns to melody corpora in three different tuning
systems (see Stimulus section). Besides the tuning system familiar
to Western listeners, we also use a novel tuning system that shares
many of the underlying rules with the familiar tuning system;
however, it uses a different pitch set. The third tuning system is a
novel tuning system that uses unfamiliar rules as well as an
unfamiliar pitch set.

Explicit and Indirect Measurements of Memory

Explicit information about the nature of a memory task can lead
to different performances when compared with indirect memory
tasks (Fleischman, Wilson, Gabrieli, Bienias, & Bennett, 2004;
Gaudreau & Peretz, 1999; Halpern & O’Connor, 2000). This is
also observed in musical memory tasks (Halpern & Bartlett, 2010).
Here, we analyze interrater agreement in explicit and indirect
memory tasks. In an explicit task, participants are instructed and
therefore aware that their memory is being tested. In an indirect
memory task, participants are not directly informed that they are
participating in a memory task. As a result, listeners will vary in
the degree to which they suspect that this task may contain a
memory component. Considering that indirect memory tasks often
entail high levels of response variability (Buchner & Wippich,
2000; LeBel & Paunonen, 2011; Ward, Berry, & Shanks, 2013b,
but also see Ward, Berry, & Shanks, 2013a for further discussion)
compared with explicit task instructions that function effectively in
homogenizing listeners, we predict that explicit memory tasks
show higher interrater agreements than indirect memory tasks.

Pitch-Only Sequences, Rhythm-Only Sequences, and
Pitch–Rhythm Information Combined

Melodies usually consist of a pitch sequence combined with a
rhythmic sequence. Generally, it appears to be easier to recognize
a melody when hearing its pitch-only sequence rather than its
rhythm-only sequence (Hébert & Peretz, 1997; Herff, Olsen,
Prince, et al, 2017; White, 1960). However, recognition perfor-
mance of a melody is best when the original combined pitch and
rhythmic sequences is presented (Hébert & Peretz, 1997). Indeed,
when comparing memory performance of isochronous melodies
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with that for melodies with folksong rhythms, superior memory
performance for melodies with nonisochronous rhythms show the
importance of rhythmic information in memory (Dowling, Kwak,
& Andrews, 1995).

A previous study tested and supported the RMR conjecture’s
hypothesis that rhythm-only and pitch-only sequences should not
show less cumulative disruptive interference than combined ver-
sions of the same stimuli (Herff, Olsen, Prince, et al., 2017). Here,
the present study reanalyzes the data of previous studies to com-
pare interrater agreement in memory tasks for melodies that con-
sist of combined pitch and rhythmic sequences with interrater
agreement of memory tasks that test pitch-only sequences and
rhythm-only sequences.1 This comparison sheds light on whether
the perception between listeners of pitch-only sequences, rhythm-
only sequences, or combined pitch–rhythm melodies is more sim-
ilar. The different contributions of pitch-only, rhythm-only, or both
combined to the similarity in listener’s perception may inform our
general understanding of music perception and could inform com-
putational models that predict melody recognition, as elaborated in
the following sections.

Predictive Models of Memory

In the visual domain, “memorability” of a picture appears to be
a stable property across human observers. This means that pictures
that are more memorable for one person are also most likely more
memorable for another person (Isola, Xiao, Torralba, & Olivia,
2011). In other words, observers show high interrater agreement in
their memory response patterns toward a set of pictures. In the
study by Isola et al. (2011), participants were split into two groups
and the responses from one half were correlated with those from
the other half (r � .75). The correlation coefficient can be squared
to obtain the proportion of variance in the response pattern from
one half of participants that can be explained with the response
pattern from the other half (Cohen, 1988).

Recently, Flexer and Grill (2016) measured listeners’ interrater
agreement in a music similarity task in an attempt to validate
computational models of music similarity (based solely on acous-
tic features). Similar to Isola et al. (2011), they also correlated the
response patterns from one half of participants with the other half
(see p. 244). They found average split-half correlations of r � .40.
This means that �16% of the variance in the pattern of average
responses from one half of participants can be explained by the
response pattern of the other half. The authors argue that this result
has implications for computational models of music perception
that predict average similarity responses to musical material. Spe-
cifically, as the interrater agreement decreases, so does the possi-
ble performance of a predictive model. In other words, the higher
the interrater agreement between listeners for a category of per-
ceptual response, the more precise a predictive model of that
response could potentially be. This means that average interrater
agreement may be useful to identify tasks or specific stimulus
corpora that show promise for use in developing predictive models
of perceptual responses. Similarly, the higher the interrater agree-
ment is in a memory for melody task that uses a specific melody
corpus, the more precise a predictive model of that corpus and that
task could potentially be.

Predicting Memory for Melodies

Recognition of monosyllabic words can be predicted well (up to
45% of the variance in hit rates) using underlying features such as
word frequency (Cortese, Khanna, & Hacker, 2010). In music,
underlying melodic features can relate to popularity (Kopiez &
Müllensiefen, 2011), and a recent study using a blocked indirect
recognition design explained between 9.6% and 25.3% of the
variance in the recognition responses using musical features (Mül-
lensiefen & Halpern, 2014). Müllensiefen and Halpern (2014)
developed computational models that predict average recognition
performance of melodies based on musical features of the stimuli.
Understanding which of these features carry predictive value can
shed light on which features listeners may use to selectively base
recognition judgments, both consciously or nonconsciously (Be-
renzweig, Logan, Ellis, & Whitman, 2004; Eerola, Jäärvinen,
Louhivuori, & Toiviainen, 2001; Müllensiefen, 2009; Müllensie-
fen & Halpern, 2014; Pearce & Müllensiefen, 2017; Velardo,
Vallati, & Jan, 2016). In the following sections, we will discuss the
implications of the present work for computational models that,
similar to Müllensiefen and Halpern (2014), aim to predict average
memory performance for melodies based on musical features of
the melodies.

One problem with models that use stimulus features to predict
memory responses is that there are nonstimulus-related processes
involved in memory. For example, variables such as decay over
time, emotional associations, attention lapses, lack of motivation,
fatigue, expertise, or repetition all influence memory for melody
(Cuddy et al., 2012; Gardiner, Kaminska, Dixon, & Java, 1996;
Herff & Czernochowski, 2017; McAuley, Stevens, & Humphreys,
2004; Samson, Dellacherie, & Platel, 2009). As a result, it is not
always clear how much variance a model using stimulus features
could potentially explain and how much variance is due to
nonstimulus-related processes.

The present reanalysis aims to shed light on perceptual similar-
ity between music listeners by investigating the average proportion
of variance that a pattern of responses from one group of partici-
pants can explain the pattern of responses in another group. In
general, the higher the proportion of explained variance between
participant groups, the more promising the predictive model that is
based on stimulus features. This is because the similarity in the
average response pattern between participants toward a set of
melodies can largely be attributed to stimulus features or some
other constant feature of the experimental condition (e.g., this
could be the environment, distractors, social circumstances expe-
rienced by participants, etc.), whereas dissimilarities in the re-
sponse patterns can largely be attributed to nonstimulus-related
interindividual differences.

Methods of Testing Memory

In their investigation of memory for melody, Müllensiefen
and Halpern (2014) used a blocked recognition design. In a
blocked design, participants first hear a large number of melo-

1 Note that the present investigation is concerned with similarity in
listeners’ responses (for more details on recognition performance for
pitch-only and rhythm-only sequences, see Herff, Olsen, Prince, et al.,
2017).
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dies in a learning phase and then hear new melodies mixed with
old melodies in a test phase. Participants then have to decide
which melodies have been previously presented. This paradigm
is a useful tool for memory research, as it provides a clear
distinction between encoding and retrieval. However, everyday
music recognition does not usually provide a clear separation
between encoding and retrieval. Rather, for every stimulus
encountered, the same question of whether this stimulus has
been heard before is assessed without specific focus on encod-
ing or retrieval. A useful alternative to a blocked design is a
continuous recognition paradigm (Shepard & Teghtsoonian,
1961). In a continuous recognition paradigm, participants are
presented with one melody after another throughout the exper-
iment and they judge if each melody has previously been
presented in the experiment. Sometimes, a melody is presented
that has indeed been presented before. This paradigm has the
advantage that it does not provide participants with information
about whether they have to focus on encoding or retrieval
(Dowling, 1991). This is because a continuous recognition
paradigm does not have distinct study and test phases.

A large body of research by Dowling and colleagues investi-
gated short-term discrimination (up to �30 s) of target melodies
(transposed versions of melodies that have been presented before)
from lures with same or different contours. Within the timeframe
of up to �30 s, they found memory decay (Dowling, Tillman, &
Ayers, 2001) and interference (Dowling, 1991; Dowling et al.,
1995; Dowling, Magner, & Tillmann, 2016) for novel melodies
that were presented once before.

In a series of studies using long-term continuous recognition
paradigms, Herff and colleagues (Herff, Olsen, & Dean, 2017;
Herff, Olsen, Dean, et al., 2017; Herff, Olsen, Prince, et al., 2017)
investigated context variables that might influence overall melody
recognition and might blur the predictive power of musical fea-
tures. Surprisingly, with up to 195 intervening melodies, these
long-term studies demonstrated that the number of intervening
melodies has effectively no disruptive impact on long-term melody
recognition performance (Herff, Olsen, & Dean, 2017). Similar
results in the context of temporal decay rather than interference
have been obtained, showing that temporal delay of up to a week
has minimal to no disruptive effect on melody recognition (Schel-
lenberg & Habashi, 2015).

These findings provide additional motivation for the investiga-
tion of the predictive power of musical features in long-term
melody recognition. This is because decay and interference are
traditionally two of the major influences on memory (Criss, Malm-
berg, & Shiffrin, 2011; Deffenbacher, Carr, & Leu, 1981; Lew,
Pashler, & Vul, 2016; Norman, 2013; Oberauer, Awh, & Sutterer,
2017; Oberauer & Lewandowsky, 2011; Oberauer, Lewandowsky,
Farrell, Jarrold, & Greaves, 2012). With the impact of these two
variables shown to be minimal in memory for melodies, the
proportion of variance explainable by musical features might be
larger than using other stimuli where these two effects are impor-
tant (e.g., words, Friedman, 1990; letter trigrams, Olson, 1969;
prose, Tillmann & Dowling, 2007; pictures, Konkle, Brady, Alva-
rez, & Oliva, 2010; Nickerson, 1965; faces and numbers, Donald-
son & Murdock, 1968; Sadeh, Ozubko, Winocur, & Moscovitch,
2014).

Experiments

Aim and Rationale

This article is an analysis of the combined data obtained by
Herff and colleagues’ investigations of memory for melody orig-
inally published (Herff, Olsen, & Dean, 2017; Herff, Olsen, Dean,
et al., 2017; Herff, Olsen, Prince, et al., 2017). Here, we investigate
whether the average proportion of variance that a pattern of re-
sponses from one group of participants can explain the pattern of
responses in another group (in other words, interrater agreement;
Flexer & Grill, 2016), comparable with intersubject correlation in
functional MRI studies such as Pajula and Tohka (2016). We aim
to shed light on the question “how similar is music perception
between listeners?” We use memory as a proxy to address this
question and assume that if multiple listeners’ perception of music
is similar, then response patterns (in this case, memory) to partic-
ular melody corpora will also be similar. We argue that the present
findings will increase our understanding of music perception and
inform future computational models that aim to use musical fea-
tures to predict memory for melody.

Method

Participants. All participants were recruited from Western
Sydney University (Experiments 1, 2, 3, 4, 5, and 6) or Murdoch
University (Experiments 7, 8, 9, and 10), Australia. The first six
experiments exclusively recruited participants with fewer than 2
years of formal musical training and who were not actively par-
ticipating in any form of music. Experiments 7, 8, 9, and 10
recruited participants with mixed musical background, predomi-
nately consisting of nonmusicians. Undergraduate university stu-
dents enrolled in psychology courses comprised the vast majority
of participants.

Procedure. All studies analyzed here used the same basic
continuous recognition paradigm. After each melody was pre-
sented, participants were required to make a response before the
next melody started. In eight of the experiments, participants were
informed that after each melody, they should judge whether they
have heard this melody in this experiment before by pressing a
button labeled “old” or whether this is the first time they have
heard this melody by pressing a button labeled “new.” In two
experiments, instead of explicit memory task instructions, partic-
ipants were only instructed to indicate perceived familiarity on a
100-point visual analogue scale. The increase in perceived famil-
iarity between first and second presentation of the melodies pro-
vides an indirect approach to measure recognition performance. In
six experiments, every melody was presented twice throughout the
experiment (i.e., one repetition). In four experiments, every mel-
ody occurred three times (i.e., two repetitions). In these cases,
results are reported separately for both melody repetitions.

Stimuli. A summary of the stimuli characteristics is provided
in Table 1. More information about the stimuli is presented in
Appendix—Stimuli. The stimuli of all experiments as well as
musical feature analysis can also be found in the online supple-
mental material S1 Stimuli.zip.

Two experiments used melody corpora that resembled modern
advertisement jingles, and another two corpora used European folk
songs (Herff, Olsen, & Dean, 2017). We assume that our Austra-
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lian listeners are generally more familiar with the style of the
corpus that resembles jingles compared with the European folk
song corpus (Herff, Olsen, & Dean, 2017). This means that a total
of four experiments used stimuli in 12-tone-equal-temperament
(12-TET), the tuning system familiar to Western listeners. The
other six experiments used melodies in unfamiliar tuning systems.
Some of the melodies in an unfamiliar tuning system were based
on the melodies in a familiar tuning system. These experiments
realized the melodies in a new 88-cent-equal-temperament (CET)
tuning system. The 88-CET tuning system is the equally tempered
tuning system most dissimilar to the familiar Western tonal system
within all 40- to 100-CET tuning systems (Herff, Olsen, Dean, et
al., 2017) based on the tonal affinity model of Milne et al. (Milne,
2013; Milne & Holland, 2016; Milne, Laney, & Sharp, 2015, 2016;
Milne, Sethares, Laney, & Sharp, 2011). This means that adjacent
pitches in the tuning system are 88 cents apart, rather than the 100
in the Western tonal tuning system. As a result, this tuning system
(Experiments 5 and 6) uses a different pitch set; however, the
melodies have the same contour and rhythm than familiar melodies
(Experiments 3–5), only the pitch of each note is adjusted to the
new tuning system.

The melodies in Experiments 7 to 10 did not conform to West-
ern music tradition in rhythm and tonality (Herff, Olsen, Dean, et
al., 2017; Herff, Olsen, Prince, et al., 2017). The melodies used
pitch heights of 480, 520, 560, 605, and 665 Hz and note durations
of 60, 110, 550, and 920 ms, with a 100-ms silent gap between

notes.2 Some experiments presented this set of stimuli either in
pitch-only (isochronous rhythm with pitch variations in Experi-
ment 9), rhythm-only (same pitch but nonisochronous rhythm in
Experiment 10), or combined versions (Experiments 7 and 8) with
both pitch and rhythm information. This allows the present anal-
ysis to compare the contribution of rhythm and pitch sequences to
the recognition and perceived familiarity response similarity be-
tween participants. As stated before, the present article is con-
cerned with interrater agreement rather than memory accuracy.
Memory accuracy results for the present data set can be found in
Herff, Olsen, and Dean (2017) for Experiments 1 to 4; in Herff,
Olsen, Dean, et al. (2017) for Experiments 5 to 7; and in Herff,
Olsen, Prince, et al. (2017) for Experiments 8 to 10.

Statistical approach. We assess interrater agreement (or sim-
ilarity) in recognition by samples of participants toward sets of
melodies. To this end, in each experiment, the average recognition

2 In pitch perception and a standard/comparison task with a silent reten-
tion interval, a Weber fraction of .04 led to discrimination performance
above 90%. The pitch Weber fractions used in the present stimuli were
between .08 and .10, therefore clearly discriminable. In duration percep-
tion, Weber fractions of .30 led to discrimination performance above 98%.
The duration fractions used in this study ranged from .67 to 1.27, therefore
also clearly discriminable. The melodies were constructed in various arti-
ficial grammars, unfamiliar to listeners, which were of importance for the
later investigation of statistical learning that will be reported elsewhere.

Table 1
Summary of the Results

Experiment N Stimuli and memory task r SD d r 2

1 28 60, 12 s, familiar 12-TET, piano, sound like
jingles, recognition

.631 .065 5.787 .409

2 20 55, 12 s, familiar 12-TET, piano, from Experiment
1, recognition

.561 .071 4.977 .3161

3 32 98, 10.86 s, familiar 12-TET, piano, European
folk songs, recognition

.322 .067 3.665 .106

4 30 98, 10.86 s, familiar 12-TET, piano, same as
Experiment 3, familiarity

.135a .076 1.506 .023

5 37 50, 10.86 s, unfamiliar 88.08-CET, piano, based
on Experiments 3 and 4, recognition

.340 .093 2.829 .134

6 27 50, 10.86 s, unfamiliar 88.08-CET, piano, same as
Experiment 5, familiarity

�.056a .104 .391 .015

7 105 37, 2.695 s, unfamiliar novel artificial tuning, pure
tones, recognition

1st .710 .063 5.372 1st .510
2nd .594 .081 4.630 2nd .360

8 36 37, 2.695 s, unfamiliar novel artificial tuning, pure
tones, same as Experiment 7, recognition

1st .613 .079 4.770 1st .384
2nd .539 .087 4.102 2nd .294

9 34 37, 2.695 s, unfamiliar novel artificial tuning, pure
tones, pitch-only, based on Experiments 7 and
8, recognition

1st .146 .121 1.024 1st .037
2nd .180 .120 1.192 2nd .049

10 36 37, 2.695 s, unfamiliar novel artificial tuning, pure
tones, rhythm-only, based on Experiments 7 and
8, recognition

1st .503 .094 3.673 1st .258
2nd .499 .097 3.512 2nd .256

Note. The table depicts from left to right, experiment index, number of participants, a short description of the stimuli (including number of melodies,
melody duration, tuning system, timbre, addition notes), whether participants were instructed explicitly to make a recognition judgment or indirectly by
reporting perceived familiarity, average split-half correlations, standard deviation of the average split-half correlations, Cohen’s d as effect size
(standardized distance to the correlations observed when melody names are shuffles in one half of the participants), and the average of all squared split-half
correlations. 12-TET refers to the 12-tone-equal-temperament tuning system, the tuning system most dominant in Western cultures. 88-CET refers to a
novel, artificial tuning system that uses an 88 cent step equal temperament, rather than the 100 cent in 12-TET. The novel tuning system of Experiments
7 to 10 is detailed in the text. Note that Experiments 7–10 repeated melodies twice throughout the experiments. In these cases, results for both repetitions
are reported separately.
a Note that average interrater agreement only changes minimally when the 100-point familiarity rating scale is binned into 10 s. In Experiment 4, r � .138,
SD � .074, when binned into 10 s. In Experiment 6, r � �.071, SD � .106, when binned into 10 s.
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performance for each melody of half the participant sample was
correlated with the average recognition performance of the other
half toward the same melodies. Specifically, the entire participant
sample was split into two halves and the average hit rate for each
melody was calculated. These average hit rates for each melody
were then correlated with the average hit rates for the same
melodies by the other half of the sample. To increase estimation
precision of the average split-half correlation, we repeated this
process 1,000 times with random splits and average split-half
correlations. This means that each resampling uses the data of all
participants within one experiment; however, each participant’s
data become newly randomly allocated to one of the two split-
halves during each of the 1,000 repetitions of the procedure. (This
procedure is identical to Isola et al.’s, 2011, analysis of interrater
agreement and similar to Flexer & Grill’s, 2016, analysis of
interrater agreement, with the addition of resampling to increase
estimate precision and averaging across participants.) The p values
and standard deviations are reported for each experiment. The p
values and Cohen’s d (Cohen, 1988) were obtained by comparing
the vector of actual split-half correlations with a vector of split-half
correlations in which melody names were shuffled for one of the
halves. Note that owing to the large number of (split-half) obser-
vations (1,000), most effects will show significance. Therefore, we
use correlation values as interpretable effect sizes and report
Cohen’s d as a measure of the effect size in standard (Cohen,
1988).

Furthermore, the proportion of variance that the response pattern
of one group of participants predicts from the response pattern of
another can inform predictive models of memory that use stimulus
features as predictors. Specifically, the higher the proportion of
explainable variance, the more promising the predictive model will
be (Flexer & Grill, 2016). Here, we use average split-half r 2 as an
indicator of the average proportion of variance that the response
pattern of one group of participants predicts in the response pattern
of another (Cohen, 1988; Flexer & Grill, 2016). Average split-half
r2 values were calculated by squaring each of the 1,000 split-half
correlations and averaging them. All experiments yield significant
average split-half correlations of melody-specific recognition with
1,000 splits (all p � .0001) and effects can be directly interpreted
from the figures. Figures will depict standard deviations instead of
standard errors and confidence intervals. This is because with the
large number of split-half correlations, standard errors become too
small to be informative in visual representations of the data.

Results

A summary of the results can be found in Table 1. The table
reports average split-half correlations for all 10 experiments. Note
that Experiments 5 and 6 used the same melodies previously used
in Experiments 3 and 4, but retuned to an unfamiliar tuning
system. Experiments 4 and 6 used the identical stimuli compared
with Experiments 3 and 5, respectively, but in an indirect task
where participants were instructed to report perceived familiarity,
rather than explicit recognition. Figure 1 shows the split-half
correlation distributions for each experiment. In general, the wider
a distribution is, the larger the differences between the 1,000
split-halves, whereas a narrow distribution represents more similar
split-half correlations in all 1,000 split-halves (the spread is also
represented in the SD column of Table 1). Similarly, the farther left

a distribution is, the lower the split-half correlations, whereas
distributions to the far right suggest high split-half correlations (the
mean of the distributions is also represented in the r column of
Table 1).

Task Instructions and Tuning Systems

Figure 2 depicts means and standard deviations of the average
split-half correlations and visualizes the following two main find-
ings: (a) the indirect familiarity tasks show lower split-half corre-
lations compared with the recognition tasks, and (b) the unfamiliar
tuning system showed slightly higher split-half correlations com-
pared with the familiar tuning system. Furthermore, Figure 2
depicts the interaction between Tuning system and Task instruc-
tions, showing that the familiar tuning system produces higher
interrater agreement in the indirect perceived familiarity task com-
pared with the familiar tuning system, but this is not observed
when an explicit recognition task is used. Note that Figure 2 only
shows the data of Experiments 3, 4, 5, and 6. This is because these
four experiments use the same timbre (piano), the same underlying
melody corpus (Experiments 3 and 4 tuned to 12-TED and Exper-
iments 5 and 6 tuned to 88-CET) and the same recognition tasks
(Experiments 3 and 5 use recognition judgments and Experiments
4 and 6 use perceived familiarity judgments), enabling direct
investigation of the effect of task instruction and tuning system on
interrater agreement in the form of average split-half correlations.

Repetition, Pitch-Only, Rhythm-Only, and Combined
Sequences

Figure 3 shows average split-half correlations in regards to the
different types of stimuli after the first and second repetition.
Overall, rhythm-only sequences show higher average split-half
correlations (Mr � .501, SDr � .096) than the pitch-only se-
quences (Mr � .163, SDr � .122). The combined melodies show
more explainable variance (Mr � .614, SDr � .099) than did their
underlying pitch and rhythmic sequences separately.

Discussion

The present study analyzed the memory response patterns of
listeners to various melody corpora from 10 different experiments.
We calculated interrater agreement of memory recognition be-
tween participants. Assuming that listeners’ similarity in memory
response patterns is primarily driven by perceptual similarities
between listeners, we investigate the extent to which listeners’
music perception converges. We observed some striking similar-
ities between listeners with interrater agreement of up to r � .71.
The highest average interrater agreement we observed is similar to
those in other domains (e.g., monosyllabic recognition, r � .70, in
Cortese et al., 2010, and picture recognition, r � .75, in Isola et al.,
2011). However, average interrater agreement significantly varied
based on memory task instructions, tuning system, and nature of
the stimuli (pitch-only, rhythm-only, both combined).

In light of these main findings, the degree of listeners’ similarity
in music perception as well as the implications for predictive
models of melody recognition will now be discussed in the context
of the influence of melody corpora, the influence of memory task
instructions, the influence of the tuning system, and the relative
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Figure 1. Distributions of split-half correlations in each experiment. For Experiments 7 to 10, the dashed numbers
“1” and “2” shown after the title of each experiment index to the first and second repetition of the melodies.
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contribution of rhythm and pitch sequence to stability of memo-
rability of melodies.

The Influence of Melody Corpora

Within the Western-tonal experiments analyzed in the present
study, there was a large similarity between listeners’ recognition
response patterns. However, the degree of agreement varied be-
tween corpora, even though these corpora used melodies in the
same tuning system. A new corpus resembling modern advertise-
ment or movie themes (Experiments 1 and 2) showed higher
interrater agreement than a corpus of European folk songs (Exper-
iment 3). This suggests that similarity in listeners’ perception of
music changes as a function of the precise auditory material.
Depending on the melody corpus, listeners are therefore likely to
be very similar in the way they perceive the music. More precisely,
it suggests that similarity in music perception decreases and mem-
ory response patterns diverge as the musical style of a melody
corpus becomes less familiar. This may be because music that
resembles advertisements and movie themes are likely to be more
familiar or at least more easily remembered for Australian listeners
than European folk songs (see Herff, Olsen, & Dean, 2017, for
precise recognition performance). However, as the melody corpus
becomes even more unfamiliar, memory response patterns seem to
converge again (see Experiment 7). Taken together, this could
suggest that similar degrees of familiarity with a melody corpus
between the listeners lead to higher interrater agreement, as lis-
teners may have been similarly familiar with style of melodies
used in Experiments 1 and 2 and similarly unfamiliar with the
artificial grammar that is the bases of the melodies in Experiment
7, leaving large differences in familiarity between participants on
Experiment 3’s European folk melodies, which may have been
familiar to some but not others. This hypothesis could be specif-
ically addressed in the future, by testing interrater agreement as a
function of group coherence in terms of familiarity with the
melody corpus.

The similarity between participants’ recognition judgments also
informs computational models that aim to predict average memory

responses using musical features as predictors (similar to Flexer &
Grill, 2016; Müllensiefen & Halpern, 2014). By squaring the
average split-half correlation coefficients, we calculated the pro-
portion of variance that the response pattern from one group of
participants explains of the response pattern from another group
(Cohen, 1988; Flexer & Grill, 2016). In Experiment 1, the present
results show that an average proportion of up to �40% of the
variance can be explained by the response pattern of another group
of participants. This suggests that the endeavor to develop musical
feature models that predict recognition patterns to a substantial
degree can be a feasible one, as a large proportion of the variance
seems to be stimulus-driven. This assertion is based on the ratio-
nale that a large proportion of the unexplainable variance between
two groups of participants who perform the same task is based on
interindividual differences, whereas a large proportion of the vari-
ance that can be explained is based on stimulus features. In a
practical context, we argue that the higher the proportion of ex-
plained variance between two participant groups, the more prom-
ising the predictive model will be when memory is predicted by
stimulus features within the music.

The wide range of variance that can be explained (10%–40% in
Experiments 1, 2, and 3) for responses within the Western melody
corpora also shows that the potential usefulness of predictive
feature models depends on the exact melody corpus. As the cor-
pora that approximated pop music or advertisement melodies
elicited greater interrater agreement in memory responses when
compared with traditional European Folk melodies, the present
results point toward future questions. Specifically, future research
could address the question of the influence of genre familiarity on
similarity in listeners’ perception. Future studies could try to
identify which musical features in particular are responsible for the
differences in interrater agreement of different melody corpora.
However, such an endeavor should be wary of differences in
sample expertise, as a group with high level of musical expertise
may have a different response profile. This is because musicians
may have similar degrees of musical expertise but entirely differ-
ent specializations that influence their perception. In general, it is

Figure 3. Data of Experiments 7, 8, 9, and 10. Average split-half corre-
lations for both melody repetitions and all three kinds of stimuli, the
original melodies in an unfamiliar tuning system that consisted of a
combined pitch and rhythmic sequence, as well as underlying pitch and
rhythmic sequences tested separately in a new sample. Error bars show
standard deviation because standard errors (and confidence intervals) are
too small to depict due to the large number of split-half correlations.

Figure 2. Data of Experiments 3, 4, 5, and 6. Average split-half corre-
lations for the indirect perceived familiarity tasks, the explicit recognition
task, and both unfamiliar and familiar tuning systems. Error bars show
standard deviation because standard errors (and confidence intervals) are
too small to depict due to the large number of split-half correlations.
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to be expected that the more homogenous a participant sample is,
the more similar their responses will be. As a result, this would
increase the proportion of explainable variance but simultaneously
make predictive models less generalizable. In terms of the gener-
alizability of a predictive model, it is also important to consider the
precise memory task utilized.

The Influence of Memory Task

The present reanalysis used data from multiple experiments that
deployed identical melody corpora but different memory tasks. All
experiments analyzed here used a continuous recognition para-
digm, but in some experiments, participants were instructed that
some melodies would be repeated throughout the experiment, and
therefore, they were required to report which melodies had been
presented before (explicit memory task). In other experiments,
participants were instructed to just rate their perceived familiarity
toward the melodies (indirect memory task). Even though some-
times the same overall memory phenomena can be demonstrated in
both the indirect and explicit memory tasks (Herff, Olsen, & Dean,
2017; Herff, Olsen, Dean, et al., 2017), it is clear from the present
findings that the different tasks elicit significantly different inter-
rater agreement in response to the same melody corpora. Memory
responses were more similar between participants in the recogni-
tion task than the perceived familiarity tasks, even though the same
melodies were used. This finding is not surprising considering that
indirect paradigms may introduce additional participant-wise varia-
tion that comes with the uncertainty of task instructions. Nevertheless,
this is worth noting for future experiments and analyses, as this is also
in line with previous findings (Blaxton, 1989; Gopie, Craik, &
Hasher, 2011; Müllensiefen & Halpern, 2014; Richardson-Klavehn,
Gardiner, & Java, 1996).

The substantially smaller interrater agreement reported here
between groups of participants in the indirect memory task also
indicates less potentially explainable variance for musical feature
models designed to predict perceived familiarity. This suggests
that modeling recognition instead of perceived familiarity may be
a more effective endeavor when aiming to explain large propor-
tions of variance. These results also suggest that future investiga-
tions utilizing indirect measures of memory (such as increases in
perceived familiarity between melody occurrences) to build pre-
dictive models of melody recognition might not be as fruitful as
they intuitively seem. Interestingly, the effect size from comparing
differences in the average split-half correlations between first and
second melody repetitions (Experiments 7–10) was negligibly
small (�p

2 � .011). This means that the degree of interrater agree-
ment (not the performance) is hardly affected by the additional
melody repetition, suggesting that a small number of additional
melody repetitions do not increase similarity between listeners’
perception of a piece. More empirical attention, however, will be
useful to evaluate models that utilize tuning system-independent
musical features as the basis of their memory response predictions.

The Influence of Tuning System

The present investigation comprises experiments that presented
melodies in the tuning system familiar to participants and tuning
systems that were unfamiliar to participants. Importantly, Experi-
ment 5 used stimuli directly based on Experiment 3, only detuned

into an unfamiliar tuning system. As a result, many musical
features such as rhythm and pitch contour in the stimulus set were
identical between these experiments. Interestingly, interrater
agreement was comparable between these two corpora. This result
suggests that the degree of similarity in listeners’ music perception
does not change dramatically with the tuning system per se but,
rather, with musical features that are unaffected by the tuning
system.3 Consequently, it may be that a large proportion of the
explainable variance in memory for melodies might be due to
musical features that are independent of the tuning system (such as
melody contour). This observation has direct implications for
present and future models aiming to predict melody recognition
(Müllensiefen & Halpern, 2014), as musical features that evoke
similar perceptual responses in listeners may also carry large
proportions of predictive power. However, it is important to note
that only the average split-half correlations between the two cor-
pora were comparable in the direct melody recognition task. In the
indirect perceived familiarity task, the familiar tuning (Experiment
4) produced higher average split-half correlations compared with
the unfamiliar tuning (Experiment 6). Further support that under-
lying musical features might predict melody recognition perfor-
mance, even outside the domain of familiar tuning systems, can be
observed from the data of Experiments 7 and 8. These experiments
used a different unfamiliar tuning system and show proportions of
explainable variance of �37%. Taken together, the present find-
ings suggest that the intrinsic predictive power of stimuli in mel-
ody recognition tasks might not derive from familiarity with the
underlying tuning system but instead from musical features that
operate independent of the tuning system.

The Influence of Rhythm and Pitch Sequence

The unique composition of stimuli used in Experiments 7, 8, 9,
and 10 allow some additional conclusions. Experiments 9 and 10
used the same stimuli as Experiments 7 and 8. However, Experi-
ment 9 provided participants solely with pitch-only versions of the
stimuli and Experiment 10 used rhythm-only versions of the orig-
inal stimuli in Experiments 7 and 8. This means that Experiments
7 and 8 provide a baseline in which to compare responses to
combined rhythm and pitch sequences with pitch (Experiment 9)
or rhythm (Experiment 10) sequences separately.

Interestingly, the degree of similarity in listeners’ response
pattern was higher in the rhythm-only sequences compared with
the pitch-only sequences. Pitch-only sequences are often reported
to be more memorable than rhythm-only sequences (Hébert &
Peretz, 1997; White, 1960). The present analysis does not chal-
lenge these findings but, rather, suggests that participants show
higher interrater agreement in their recognition judgments toward
pure rhythmic sequences compared with pure pitch sequences.

Furthermore, the proportion of explainable variance was much
higher in the combined sequences (�38%) compared with the
pitch-only sequence (�4%), the rhythm-only sequence (�26%),

3 We found further support for this interpretation in a post hoc analysis.
We used the same average correlation procedure to correlate the response
patterns in Experiment 3 (Western tonal) with Experiment 5 (melodies
based on Experiment 3 but played in an unfamiliar tuning system). We
found similar average split-half correlations between Experiments 3 and 5
(r � .234, SD � .118) relative to those within Experiment 3 (r � .32, SD �
.067) and within Experiment 5 (r � .34, SD � .09).
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and individual sequences as well as their sum (�30%). This
suggests there are remarkable interactions between rhythm and
pitch for listeners’ similarity in perception. A candidate mecha-
nism for these interactions could be the bilateral guidance of
attention and phrase perception in rhythm and pitch. For example,
rhythms can guide attention to specific parts of a melody and vice
versa (Jones & Boltz, 1989; Jusczyk & Krumhansl, 1993; Palmer
& Krumhansl, 1987; Schmuckler & Boltz, 1994). More impor-
tantly, such interactions appear to have similar effects between
perceivers. Considering that these apparent interactions appear to
account for a large proportion of the explainable variance of
melodies, future attempts to predict memory for melody should
investigate musical features that reflect interactions of rhythm and
pitch in addition to features that reflect the individual contribution
of rhythm and pitch (see Hébert & Peretz, 1997, for further
information on the contribution of pitch and time to melody
recognition; see Prince, 2014, for more information on the contri-
bution of pitch and time to melodic similarity). This finding
appears intuitive in the context of the RMR conjecture, which
asserts that multiple perceptual experiences lead to multiple mem-
ory representations (Herff, Olsen, & Dean, 2017; Herff, Olsen,
Dean, et al., 2017; Herff, Olsen, Prince, et al., 2017), and prior
knowledge informs how and if these representations are integrated
into a coherent whole representation. In other words, all listeners
have a perceptual experience of the rhythm, and of the pitch
sequence. In addition, if they have prior knowledge about how to
integrate time and pitch, they will also have a perception and,
therefore, memory representation of the integrated melody. Given
that our participants all derived from a similar cultural background
(Australian), it can be assumed that the way in which they integrate
additional information into a coherent new melody representation
would be similar. In turn, this would explain why multiple repre-
sentations increase perceptual similarity between observers.

Conclusion

The present study used interrater agreement in the memory
response patterns of listeners as a window into similarity of music
perception. The results can inform predictive models of melody
recognition that use musical features as predictors. Overall, results
suggest that future models that aim to predict melody recognition
based on musical features should carefully consider the precise
task instructions given to the participants and focus on musical
features that describe the interaction between rhythm and melody,
as well as musical features that are tuning-system-independent. A
model that can predict melody recognition beyond those variables
using the commonalities in the predictive power of musical fea-
tures would provide a strong framework for future research en-
deavors that aim to predict not only memory for melody but also
memory for complete musical pieces.
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Appendix

Stimuli

All stimuli as well as musical feature analysis of the melodies
can be found in the online supplemental material S1 Stimuli.zip.

Experiments 1 and 2

The novel melodies used in Experiment 1 and 2 were composed
in 12-TET. All melodies were 12 s in duration and unmistakably
tonal. Half of the melodies were composed in major and the other
half in minor. The meter was balanced across the melodies be-
tween 4/4 and 3/4. The tempi were pseudo-randomized between 80
and 165 beats per minute (bpm; M � 120 bpm). The rhythmic
structure was kept simple with not more than two levels of metrical
division (Winold, 1975). For more details about the stimuli, see
Herff, Olsen, and Dean (2017), which is also the source of the
following figure and the quote below.

Figure A1 shows representative examples of the melody corpus.
An uninvolved expert listener with an extensive and sophisticated
background in music (Ollen Musical Sophistication Index of 845,
see Ollen, 2006, where on a scale of 0–1000, �500 is deemed to
be musically sophisticated) described the melodies as follows:

“(. . .) I guessed they were theme tunes from TV programs, film
music, or adverts. They sounded like the sort of melodies one
would typically come across in everyday life.”

Experiments 3 and 4

The melodies used in Experiment 3 and 4 originate from a large
corpus of European folk songs. A thorough stimulus selection

protocol was used to draw a representative sample of 98 folk
melodies from the corpus. The stimulus selection procedure is
detailed in Herff, Olsen, and Dean (2017), which is also the source
of the figure below. Figure A2 shows representative examples of
the melodies used in Experiments 3 and 4. The melodies had a
mean duration of 10.84. All melodies were perceptually tested to
be novel to a pilot sample of 12 Australian listeners.

Experiments 5 and 6

Experiment 5 and 6 used the same melodies as Experiments
3 and 4; however, the melodies were placed in a novel, unfa-
miliar tuning system. The system was designed to be an equally
tempered tuning system that minimizes tonal affinity and sim-
ilarity to 12-TET (Milne, 2013; Milne et al., 2011). The result-
ing system was 88.08 cents equal temperament. Using the tonal
affinity model, this tuning system shows cosine similarity of
.28058 to 12-TET (0 when the two systems are maximally
dissimilar and 1 when they are identical, see Milne & Holland,
2016; Milne et al., 2015, 2016). Please refer to Herff, Olsen,
Dean, et al. (2017) for further mathematical descriptions and
perceptual tests of the tuning system. Besides the semi tone
step-size (88.08 cents vs. 100 cents), the melodies in Experi-
ment 5 and 6 were identical to those in Experiments 3 and 4.
The Scale file of the 88.08-CET system can be found in the
online supplemental material S1 Stimuli.zip.

Figure A1. Examples of the melodies used in Experiments 1 and 2.

(Appendix continues)
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Experiment 7

The data from Experiment 7 are from a larger study conducted at
Murdoch University, Australia, that investigated statistical learning of
artificial pitch and rhythm grammars. The unfamiliar tuning system of
Experiment 7 used five to six note melodies with the following pitch
heights: 480, 520, 560, 605, and 665 Hz, as well as the following note
durations: 60, 110, 550, and 920 ms, with a 100-ms silent gap between
notes. All notes were synthesized pure tones with 10-ms linear onset
and offset ramps. Durations and pitch discriminability were piloted to
ensure that all pitch and duration differences were clearly discrim-
inable (N � 9). The unequally tempered tuning system used in

Experiment 7 is less similar to 12-TET than the tuning system used in
Experiments 5 and 6. The tuning system used in Experiment 7 shows
cosine similarity of .16186 to 12-TET and .22268 to the 88.08-CET
system used in Experiments 5 and 6 (Milne, 2013; Milne et al., 2011).
The above information and more information about the stimuli can be
found in Herff, Olsen, Dean, et al. (2017) (Experiment 3).

Experiments 8 to 10

Experiment 8 uses the same stimuli as Experiment 7 de-
scribed above. Experiment 9 used the same melodies as Exper-
iment 8; however, all melodies are played with an isochronous

Figure A3. Example of the stimulus manipulations used in Experiments 8 to 10. Experiment 8 used melodies
that consist of a combined melodic and rhythmic sequence (see 1). Experiment 9 used the pitch-only sequence
of the original stimuli (see 2). Experiment 10 used the rhythm-only sequence of the original stimuli (see 3). Note
that this figure is only an example of how the stimuli were manipulated. The actual stimuli presented in the study
were melodies in an unfamiliar tuning system, and with more irregular note interonset intervals, as described in
the Method section.

(Appendix continues)

Figure A2. Representative examples of the melodies used in Experiments 3 and 4.
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rhythm, effectively removing rhythmic information between
different melodies. This is illustrated in Figure A3, where
Example 2 (similar to Experiment 9) is an isochronous (or
pitch-only) version of Example 1 (similar to Experiment 8).
Experiment 10 uses the same melodies as Experiment 8; how-
ever, all notes are played in the same pitch, effectively remov-
ing pitch information between different melodies. This is also
illustrated in Figure A3, where Example 3 (similar to Experi-

ment 10) is a same pitch (or rhythm-only) version of Example
1 (similar to Experiment 8). The figure originates from the work
by Herff, Olsen, Prince, et al. (2017), where also further infor-
mation about the stimuli can be found.
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